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Background

Let vi be a value for time i e.g. stock value. Input finite list of tuples (vi+1, vi, varsv) to a machine learning 

algorithm e.g. SVM. ‘varsv’ are any additional associate data e.g. high or low for stock v. The machine 

learning algorithms build a non-linear iterative universal approximator forecast such that:

forecast Hvi, varsvL = vi+1

In other words a forecast function. Note that varsv is associate variables (as a function of i or time) for 

the parameter v. 

Now add a new level of forecast-abilty i.e. documents related to the said tuples e.g. 10-K Sec filings of 

publicly traded companies or analyst reports.

The idea is to incorporate these documents into the trading via new forecasters. 

These new forecasters have unstructured data i.e. mix of numeric Booleans (alarms) and text (parts of 

documents), hence the nam Documentric Forecast.

Algorithm

Start with a group of  n documents fn, each encoded into a TF-IDF vector. And to each document 

correspond a variable v j i
 e.g. stock price for company j at time i and each document to be its correspond-

ing 10-K Sec filing section 7 titled “Management Discussion”.

0. Fix j, this is the variable that the algorithm generates the forecast for

1. Set a metric d e.g. Euclidean Distance function (or any almost-metric e.g. Cosine Distance) 

2. Form clusters of said vectors (documents) e.g. use MDS projection and visually extract the nearest-

documents visually, or for example use K-means clustering

3. Form tuples Iv j i+1
, v j i

, cluster j, varsvM, where the cluster vector comprised 

of

cluster j = J v1i

dIf j,f1M
,

v2i

dIf j,f2M
, ... ,

vni

dIf j,fnM
N v j and f j excluded

4. Choose a machine learning algorithm and find forecast do include the cluster j :

forecast Iv j i
, cluster j, varsvM = v j i+1

For more complex variations use a tuple like Iv j i+1
, v j i

, cluster j, varsv, varsv
` M where v

`
 is all the associ-

ate data (stocks high low ...) for all variables excluding v j

5. Self-Evaluate to compute the accuracy of the forecast 

For #2 there are two or more ways of uncovering the subtle and mostly unknown clusters:

MDS projection
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K-means clustering

Discussion 

As distance between the documents  f j and fk get larger, the contribution of vk  to the machine learning 

model becomes smaller via the quotient:

vk i

dHf j ,fk L

And as the distance decreases the contribution of vk gets larger. 

Some normalization for d metric function is necessary to avoid very large or very small numbers. 

Choosing the sub clusters e.g. AAME example, increases the accuracy of the forecast and increases 

the useful contribution of the documents to forecasting. 

Disclaimer

We provide a ‘cloud’ for computing the machine learning algorithms and data mining for forecast, 

classification and clustering applications. By no means we provide any guarantees on the models to be 

of certain accuracy or performance. It is the responsibility of the user to fine-tune the algorithms to 

produce the desired results. For that matter we provide a large variation for a certain algorithm and 

different versions of the algorithm. 
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